Will our machines take over our world? Here are some thoughts on the subject:
Isaac Azimov's Rules for Robots (1942)
    A robot may not injure a human being or, through inaction, allow a human being to come to harm.
    A robot must obey the orders given it by human beings, except where such orders would conflict with the First Law.
    A robot must protect its own existence as long as such protection does not conflict with the First or Second Law.

    from The Independent, January 12, 2015
    Stephen Hawking on AI and the future:
    "The development of full artificial intelligence could spell the end of the human race. It would take off on its own, and re-design itself at an ever-increasing rate," Professor Hawking said. "Humans, who are limited by slow biological evolution, couldn't compete, and would be superseded."
    Here is a reader's response:    


Is there a fundamental rule of science being broken in Mr Hawkins recent statement.

For AI to threaten mankind it would need to be smarter than us correct?, so it's smarter than us, so why do we think it would behave like us?,OK the day it reaches greater mental capacity than us it realizes with its superior intelligence that it exists on perhaps one of the only life supporting planets in the universe, with the potential to be life supporting for perhaps millions of years, with an endless potential for sustainable energy, if managed effectively, and Mr Hawkins assumes that no. it would go on a killing rampage extracting all the minerals and energy from the planet and in doing so, wipe out all life on earth, wait a minute that what WE do, and its smarter than us WHAT???, its a ridiculous and alarmist statement that only assumes one way of thinking, if it really does behave like us then at least we know that just because you are a great thinker not everything you say or do is good or beneficial. I'm still pretty sure mankind's greatest threat is still mankind.

Elon Musk on the subject:

Elon Musk, the chief executive of Tesla, has warned of the danger of artificial intelligence, saying that it is the biggest existential threat facing humanity.

By 2029, computers will be able to understand our language, learn from experience and outsmart even the most intelligent humans, according to Google’s director of engineering Ray Kurzweil.

One of the world’s leading futurologists and artificial intelligence (AI) developers, 66-year-old Kurzweil has previous form in making accurate predictions about the way technology is heading.

In 1990 he said a computer would be capable of beating a chess champion by 1998 – a feat managed by IBM’s Deep Blue, against Garry Kasparov, in 1997.

When the internet was still a tiny network used by a small collection of academics, Kurzweil anticipated it would soon make it possible to link up the whole world.

Now, Kurzweil says than within 15 years robots will have overtaken us, having fulfilled the so-called Turing test where computers can exhibit intelligent behaviour equal to that of a human.

Speaking in an interview with the Observer, he said that his prediction was foreshadowed by recent high-profile AI developments, and Hollywood films like Her, starring Joaquin Phoenix.
“Today, I’m pretty much at the median of what AI experts think and the public is kind of with them,” he said.

From the Washington Post, January 12, 2015:
Stephen Hawking, Elon Musk and others call for research to avoid dangers of artificial intelligence 
Hundreds of scientists and technologists have signed an open letter calling for research into the problems of artificial intelligence in an attempt to combat the dangers of the technology.

Signatories to the letter created by the Future of Life Institute including Elon Musk and Stephen Hawking, who has warned that AI could be the end of humanity. Anyone can sign the letter, which now includes hundreds of signatures.

It warns that “it is important to research how to reap its benefits while avoiding potential pitfalls”. It says that “our AI systems must do what we want them to do” and lays out research objectives that will “help maximize the societal benefit of AI”.

That will be a project that involves not just scientists and technology experts, they warn. Because it involves society as well as AI, it will also require help from experts in “economics, law and philosophy to computer security, formal methods and, of course, various branches of AI itself”.

